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NICI Introduction



NICI Introduction
 About NICI

 National Initiatives for Communication and Information
 the highest government agency in charge of the information

technology in Taiwan
 URL:

http://www.nici.nat.gov.tw/content/application/nici/eng/index.php
 established the 「IPv6 Steering Committee」

 IPv6 Steering Committee
 chaired by the DGT(Directorate General of

Telecommunications)
 four divisions

 Research & Development, Standard & Testing, Infrastructure
Development, Application & Promotion

 The 5 years project started from 2003, and about USD 3.4
millions has been allocated till 2004.



ASCC Role in NICI….
 Academia Sinica Computing Centre

 APAN-TW NOC
 To provide global Internet access service for academic &

research domain in Taiwan
 Co-founder of NICI IPv6 Infrastructure Development Division

 MOECC(TANet), NCHC(TWAREN), CHT(HiNet)
 2003, 「 IPv6 Migration and Promotion for Local Internet Service

Providers 」
 2004, 「Construction of IPv6 Internet Exchange Project for ISP IPv6

Backbone Network 」, Phase I
 2005, the Phase II of 2004 project



Projects focus on….
 To minimize  the preliminary construction cost and

promote the IPv6 construction for commercial domain
 To provide domestic IPv6 interconnection for

academic and commercial domain
 To obtain and share the IPv6 operation experience
 To build the IPv6 architecture which has excellent

performance and scalability
 To construct the access service between domestic

and global IPv6 internet
 To construct the IPv6 platform for IPv6 applications

implementing and  testing



NICI IPv6 Steering Committee
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ASNet IPv6 Status



 ASNet
 Academic Service Network(ASN: 9264)
 Maintained by ASCC

 IPv6 Address allocated
 Pseudo-TLA: 3FFE:4001::/32, 2002/3, will be phase-out at

2006/6/6
 Sub-TLA: 2001:C08::/32, 2002/7

 Campus networks
 IPv6 Ready
 Cisco 6509 w/ Sup720, Cisco 7609 w/ Sup720, Juniper

 TaipeiGigaPoP
 IPv6 Ready
 Cisco GSR 12416, Cisco 7609 w/ Sup720
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ASNet IPv6 Status Report (contd.)
 Architecture

 Layout: Layer 2 and Layer 3 peering
 Protocol: BGP4+ 、 RIPng、OSPFv3

 IPv6 services
 Multi-Router Looking Glass, http://mrlg.ipv6.ascc.net/
 Tunnel Broker, http://tb.ipv6.ascc.net/
 ASpath-tree, http://bgp.ipv6.ascc.net/
 6to4 relay service
 DNS v6

 M6Bone
 IPv6 Multicast Routers:

 FreeBSD w/ KAME and Juniper,
 Cisco 7513 w/ IOS 12.3(7)T1

 IPv6 Multicast client
 Desktop PC w/ camera

 Protocol
 MBGP4+、PIMv6-SM、MLDv1/v2
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ASNet Internet eXchange v6(ASIX6)
 Purpose and Benefits

 To provide the global IPv6 connection for
participants of IX

 To provide the mature of IPv6 infrastructure for
IPv6 development and implementation in Taiwan

 To share the IPv6 experience with IX participants
 To minimize the cost for IX participants in initial

IPv6 construction
 To improve the IPv6 traffic performance and

network quality



ASIX6 Status (contd.)
 Schema

 The IPv6 links between Academia Sinica and participants are focus
on the native and dual-stack

 Academia Sinica will provide needed gears and interfaces which
we have for the participants

 T1, E1, T3, STM-1, FE, GE and even 10Gbps
 We will provide the rack spaces, power, UPS, and air conditioner

for participants
 There are several carriers for participants to choice to minimize the

cost of IPv6 link construction
 We provide the 6Bone pTLA IPv6 address space for preliminary

usage of participants, and assistance in the early develpoment
 We can provide IPv6-over-IPv4 tunneling connections in the first

trial



ASIX6 Status - Domestic
 IPv6 Peerings

 Commercial： HiNet(AS 17419), TTN(AS 4747), TFN(AS
9924), GigaMedia(AS 9416), SeedNet(AS 4780), APOL(AS
17709)

 Academic & Research：TANet(AS 17717), TWAREN、
TANet2(AS 7539), NHRI(AS 18181).

 ASNet provides the connection to 6Bone and global IPv6
internet service for the academic and commercial IPv6
networks in Taiwan

 All circuits are Native IPv6
 Domestic bandwidth

 4.26 Gbps in 2004, about 9 times than 2003



ASIX6 Status - Domestic (contd.)
 TANet: 2001:288::/32

 TaipeiGigaPoP Dark Fiber, GiE. We provide IPv4/IPv6 transit.

 TANet2: 2001:C58::/32
 ATM PVC 50 Mb/s, transit to APAN-JP.

 TWAREN: 2001:E10::/32
 GiE., transit to APAN-JP.

 NHRI: 2001:D48::/32
 FaE.

 ASNet provides global IPv6 Transit service for above
networks.



ASIX6 Status - Domestic (contd.)
 Internet Service Providers

 HiNet: 2001:238::/32
 ATM PVC 5Mb/s

 TTN: 2001:C50::/32
 E1 Native-Link => FTTB in the future

 TFN: 2001:D20::/32
 T1 Native-Link => FTTB in the future

 SeedNet: 2001:CD8::/32
 FaE

 GigaMedia: 2001:D58::/32
 GiE

 APOL: 2001:F10::/32
 GiE

 NCIC, will connect in the near future

 ASNet provides 6Bone IPv6 Transit service for the
above networks.



ASIX6 Architecture



ASIX6 Status - International
 JAPAN/APAN-JP

 STM-4, Dual-Stack Link
 Fully Transit for ASNet.

 JAPAN/NSPIXP-6
 FaE, Native Link
 The World Largest Native IPv6 IX.
 23 peerings(IIJ-AS2947, ODN-AS4725, WIDE-AS2500, NTT-VERIO-

AS2914, IMNet-AS2513……)
 Singapore/SOX

 STM-1, Dual-stack Link
 Peer with SingAren (AS7610) just a few days ago

 Netherlands/AMS-IX
 STM-16, Dual-Stack Link
 28 peerings with ASNet.



ASIX6 Status - International (contd.)
 US/StarLight

 STM-16, Dual Stack
 Abilene(AS11537), CA*Net4(AS6509), 6TAP(AS3425),

SURFNet(AS1103) and RBNet(AS5568) peering with ASNet.
 US/PAIX

 STM-4, Dual Stack
 AARnet(AS7575), ISC(AS 3557) peering with ASNet.

 M6Bone: IPv6 Multicast Testbed
 Taiwan zone PoP site
 Members

 CHT-TL, TTN, TFN, SeedNet, GigaMedia, NCKU, MCU, NCU
 International bandwidth

 6.84 Gbps in 2004, about 8 times than 2003



ASIX6 Global Infrastructure



IPv6 Tunneling Peers
 IPv6-over-IPv4

Tunneling
 Domestic

 16 IPv6 networks

 International
 13 countries
 20 IPv6 networks

 Total
 36 networks



IPv6 Native/Dual-Stack Peers
 Native/Dual-

stack IPv6
peers

 Domestic
 10 networks

 International
 9 countries
 60 IPv6

networks

 Total
 70 networks



IPv6 Native/Dual-Stack Peers (contd.)
 Domestic total

 26  IPv6
networks

 International total
 80  IPv6

networks
 Increase 48

networks more
than 2003



ASIX6 Services
 Layer 2 switching

 Prefix:
 2001:288:3B0:5::/64

 Commercial zone
 TTN: 2001:288:3B0:5::4747:1 (ASN 4747)
 SeedNet: 2001:288:3B0:5::4780:1 (ASN 4780)
 GigaMedia: 2001:288:3B0:5::9416:1 (ASN 9416)
 APOL: 2001:288:3B0:5:0:1:7709:1 (ASN 17709)
 NCIC: 2001:288:3B0:5:0::9919:1(ASN 9919) in the near future

 Academic & Research zone
 TWAREN: 2001:288:3B0:5::7539:1 (ASN 7539)
 TANet: 2001:288:3B0:5:0:1:7717:1 (ASN 17717)
 NHRI: 2001:288:3B0:5:0:1:8181:1 (ASN 18181)

 Protocol
 BGP4+



ASIX6 Services (contd.)
 Layer 3 routing

 TANet: 2001:288:1:1005::1 (ASN 17717)
 TFN: 2001:288:3B0::5B (ASN 9924)
 HiNet: 2001:238:E80::11 (ASN 17419)
 Protocol

 BGP4+, OSPFv3
 ASN: 9264

 Route Server
 FreeBSD w/ Zebra: 2001:288:3B0:5::5
 Cisco: 2001:288:3B0:5::6
 protocol

 BGP4+, OSPFv3



ASIX6 Services (contd.)
 MRLG
 BGP ASpath Tree

 Unicast
 Multicast (in construction)

 IPv6 Multicasting
 Tunnel Broker
 6to4 Relay
 IPv6 DNS



M6bone Introduction
 Multicast IPv6 Backbone

 Global coordinated by Renater, the G6 and the
Aristote Association

 http://www.m6bone.net/

 International members
 21 countries
 45 IPv6 networks

 Taiwan PoP
 Maintained by ASCC



M6bone Global Architecture



ASIX6 M6Bone service
 To M6Bone

 IPv6-over-IPv4
Tunneling

 By Cisco 7513
 To members in Taiwan

 IPv6-over-IPv4
Tunneling

 IPv6-over-IPv6
Tunneling

 Native IPv6
 Prefix

 2001:C08:1FFF::/48
 3FFE:4001:1FFF::/48

 Domestic members
 8 networks



ASIX6 M6Bone service (contd.)
 Multicasting platform

 FreeBSD w/ KAME
 Cisco
 Juniper

 IPv6 Multicast protocol
 RIPng, MBGP4+
 PIM sparse mode
 MLD v1, v2



ASIX6 M6Bone service (contd.)
 Members

 NCKU: 3FFE:3600:1A::/48
 CHT-TL: 3FFE:3600:E:1500::/64
 TTN: 2001:C50:1FFF:FFFF::/64
 TFN: 2001:D20:FFFF::/48
 HiNet: 2001:238:F02::/48 (Native link)
 GigaMedia: 2001:D58:574F:224::/64
 SeedNet: 2001:CD8:9::/48
 MCU: 2001:C08:2004::/48
 NCU: 3FFE:3600:5:7968::/64



TaipeiGigaPoP Status



TaipeiGigaPoP
 First OC-192 in Taiwan
 1550nm, 96 cords, dark fiber.
 The ASCC operates the TaipeiGigaPoP and provides

interconnection service for the academic and commercial
networks. The experience and operations of IPv6 will be the
reference for the TaipeiGigaPoP

 TaipeiGigaPoP participants:
 EBT(1G), TFN(1G), GigaMedia(4G), SeedNet(1G), Sparq(1G)
 Taipei City Gov. Education(2.5G),Taipei City Gov.(1G), GSN(155M)
 MOECC(10G+2.5G+2G), NTU(2.5G), NTOU(2.5G), CGU(2.5G),

CCU(1G), CHIT(1G), SCU(1G), TKU(1G), NTUST(1G),
NTUT(1G), NCREE(1G), NHRI(100M), CHIT(1G), SCU(1G),
NTPU(1G), NTPTC(1G)



TaipeiGigaPoP



IPv6 affiliates in Academia Sinica
 Project staffs

 Project leader
 Simon C. Lin, sclin@ascc.net

 Project co-leaders
 Eric Yan, eric@gate.sinica.edu.tw
 Kenny Huang, huangk@alum.sinica.edu.tw

 Network planing&management
 Saw-Shung Hung, ssh@ascc.net, +886-2-2789-9490
 Ethern M.C. Lin, ethern@ascc.net, +886-2-2789-9953

 IPv6 contact window
 ipv6@ascc.net



The End
Thank you!


